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Quiz 1
Econ 526 - Introduction to Econometrics Instructor: Caio Vigo Pereira

Name:

SECTION A - MULTIPLE CHOICE

1.12% Among the measures of association between two variables we have:
A. Median
B. Variance
C. Standard Deviation
D. Correlation

2.12% Let X be a discrete random variable. What is the following term?
m∑

j=1
xjfX|Y (xj |y)

A. the conditional distribution of X given Y
B. the joint distribution of X given Y
C. the joint distribution of Y given X
D. the conditional expectation of X given Y

3.12% For the past 3 months you verified that every time the price of stock A raised, the price of stock B dropped.
Then, based on your data, what is the Corr(A, B)?
A. 1
B. −1
C. 0
D. 0.5

SECTION B - TRUE OR FALSE

1.12% Let X and Y be two independent random variables, such that E[X] = 4, E[Y ] = 5, V ar[X] = 1 and V ar[Y ] = 2.
Then Cov(X, Y ) = 0.
© True © False

2.12% Let X and Y be two random variables. If Cov(X, Y ) = 0, then X and Y are independent.
© True © False

SECTION C - SHORT ANSWER

1.40% Let X be a random variable and

X̄ =
n∑

i=1

Xi

n

be its sample average. Show that the sum of the deviations from the sample average is always equal to 0, which
means that

∑n
i=1(Xi − X̄) = 0.
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Quiz 2
Econ 526 - Introduction to Econometrics Instructor: Caio Vigo Pereira

Name:

SECTION B - TRUE OR FALSE

1.10% Let Y1, Y2, . . . , Yn be i.i.d. random variables with mean µ, and variance σ2. The Central Limit Theorem

(CLT) states that, for n large, Zn = Ȳn − µ
σ/
√
n

will converge to a standard Normal distribution only if
Y1, Y2, . . . , Yn has Normal distribution.
© True © False

2.10% The Law of Large Numbers (LLN) states that the sample average of n independent and identically
distributed random variables, for n large, follows a Normal distribution.
© True © False

3.10% The Law of Large Number (LLN) is related with the concept of convergence in probability, while The
Central Limit Theorem (CLT) is related with convergence in distribution.
© True © False

4.10% We say that an estimator is unbiased if it converges in probability to the true parameter.
© True © False

5.10% Consistency of an estimator is related to its asymptotic properties, i.e., with the idea of what happens
to the estimator when the samples size n gets large.
© True © False

6.10% Let Y1, Y2, . . . , Yn be i.i.d. random variables with mean µ, and variance σ2. Consider the following

estimator: W = Y1 + Y2
2 . Then, W is an unbiased estimator of µ.

© True © False

SECTION C - SHORT ANSWER

1.40% Suppose a researcher would like to know what is the mean hours per month Kansas residents spend
commuting to work. In order to do that s/he randomly drawn 800 Kansas residents and tracked
during a month the hours they spent commuting to work.
(a) What is the population of his/her problem? [1 or 2 line(s) answer]
(b) What is the sample? [1 or 2 line(s) answer]
(c) What (populational) parameter s/he wants to know? [1 line answer]
(d) What estimator could s/he use to accomplish the task? [1 line answer]
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Department of Economics

Quiz 3
Econ 526 - Introduction to Econometrics Instructor: Caio Vigo Pereira

Name:

SECTION A - MULTIPLE CHOICE

1.10% If a change in variable x explains a change in a variable y. Then, the variable y is called:
A. dependent variable
B. predictor variable
C. explanatory variable
D. independent variable

2.10% Nonexperimental data is also know as:
A. cross-sectional data
B. observational data
C. time series data
D. panel data

SECTION B - TRUE OR FALSE

1.10% Depending if we either use the Method of Moments or the Least Squares Method to derive β0 and β1 of
a simple regression model, we may get different estimators for both parameters.
© True © False

2.10% Regarding the association between the x and the error term in a simple linear regression model such as
y = β0 +β1x+u, if x and u are uncorrelated, then we have enough information to derive the estimators.
© True © False

3.10% In a simple linear regression model, the error term is related to the sample, while the residual is related
to the population.
© True © False

SECTION C - SHORT ANSWER

1. Suppose you want to study the effects of the number of students per classroom in algebra courses and
students’ performance in algebra courses for high schools in Kansas. You collected a random sample
and now you have data for the above two variables. You called them as number students (which refers
to the number of students per classroom in algebra courses), and students performance (which refers
to the students’ performance in algebra courses - measured as their final grade in a scale from 0 to 4).
Therefore, you want to know how number students explains students performance.
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Name: Econ 526 - Introduction to Econometrics
Quiz 3 -

(a)5% What is the independent variable? [1 line answer maximum - don’t exceed it]

(b)5% What is the dependent variable? [1 line answer - don’t exceed it]

(c)10% Using the variables names, write the simple linear regression model. [1 line answer - don’t exceed it]

(d)10% Knowing that the OLS estimate for the intercept is 3.4, and for the slope is −0.02, write the esti-
mated OLS regression line (or SRF) using the variables names. [1 line answer - don’t exceed it]

(e)10% What is the predicted value for whichever is your dependent variable for a classroom with 20
students? [1 line answer - don’t exceed it]

(f)10% What is the predicted effect on your dependent variable for each additional increment (i.e, when
you increase one unit) of your independent variable? [up to 2 lines answer - do not exceed it]
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Quiz 4
Econ 526 - Introduction to Econometrics Instructor: Caio Vigo Pereira

Name:

SECTION A - MULTIPLE CHOICE

Consider a random sample with the Grade Point Average (GPA) and standardized test scores (ACT), along with
the performance in an introductory economics course, for students at a large public university. The variable to be
explained is score, which is the final score in the course measured as a percentage. The variable hsgpa is the high
school GPA, actmth is the ACT in math and colgpa is the college GPA of the student prior to take the economics
course.

REGRESSION (A)

1.12.5% Based on the Regression (A) above, what is the effect on the dependent variable if hsgpa increases one unit?
A. ̂log(score) will increase 21.2%
B. ̂log(score) will increase 0.212%
C. ŝcore will increase by 0.212 units
D. ŝcore will increase 21.2%
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REGRESSION (B)

2.12.5% Based on the Regression (B) above, what is the effect on the dependent variable if actmth increases 10%?
A. ̂log(score) will increase 0.5084%
B. ̂log(score) will increase 50.84%
C. ŝcore will increase by 5.084 units
D. ŝcore will increase 5.084%

REGRESSION (C)

3.12.5% Based on the Regression (C) above, what is the effect on the dependent variable if colgpa decreases 2 units?
A. ŝcore will decrease by 28.631 units
B. ŝcore will decrease 14.316%
C. ŝcore will decrease 28.631%
D. ŝcore will decrease by 7.158 units
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Name: Econ 526 - Introduction to Econometrics
Quiz 4 -

4.12.5% The variable colgpa is a number from 0 to 4. Consider the case that you would like to transform the college GPA
to a scale from 0 to 100. Thus, you create a new variable: colgpa scaled, such that colgpa scaled = 25 · colpga.
Then you rerun the Regression (C) replacing colgpa by colgpa scaled. What is your new β̂1 ?

A. 25 · 14.3155

B. 1
25 · 14.3155

C. 100
25 · 14.3155

D. 0.25 · 14.3155

SECTION B - TRUE OR FALSE

For all models below, assume that you have a random sample, and that (i) V ar(x) 6= 0 and (ii) E(u|x) = 0 for any
independent variable x.

1.10% Consider the following regression model: log(score) = β0 +β1colgpa
3 +u. Then this model is linear in parameters.

© True © False

2.10% Consider the following regression model: log(score) = β0 + β1log(colgpa) + u. Then the OLS is an unbiased
estimator for the true β0 and β1.
© True © False

3.10% The following regression model: log(score) = β0 + β1log(hsgpa) + u is also known as constant percentage model.
© True © False

4.10% The following regression model: log(score) = β0 + β1colgpa+ u is also known as constant elasticity model.
© True © False

5.10% In the following regression model: log(score) = β0 + β1log(colgpa) + u, β1 is the elasticity of score with respect to
hsgpa.
© True © False
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The University of Kansas
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Quiz 5
Econ 526 - Introduction to Econometrics Instructor: Caio Vigo Pereira

Name:

SECTION A - MULTIPLE CHOICE

[Same dataset from Quiz 4] Consider a random sample with the Grade Point Average (GPA) and
standardized test scores (ACT), along with the performance in an introductory economics course, for students
at a large public university. The variable to be explained is score, which is the final score in the course
measured as a percentage. The variable hsgpa is the high school GPA, actmth is the ACT in math and
colgpa is the college GPA of the student prior to take the economics course.

1.12.5% Based on the above, what is the effect on the dependent variable if colgpa increases one unit?
A. ̂log(score) will increase 17.8%
B. ̂log(score) will increase 1.78%
C. ŝcore will increase by 0.178 units
D. ŝcore will increase 17.8%
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Name: Econ 526 - Introduction to Econometrics
Quiz 5 -

2.12.5% Based on the above, what is the effect on the dependent variable if actmth increases 10%?
A. ̂log(score) will increase 3.08%
B. ̂log(score) will increase 30.8%
C. ŝcore will increase by 0.308 units
D. ŝcore will increase 3.08%

3.12.5% In order to find the OLS estimators for the true parameters β0, β1, β2 and β3 for the regression above,
how many First Order Conditions do we have?
A. 2
B. 3
C. 4
D. 5

4.12.5% Assume that hsgpa and log(actmth) are uncorrelated with u, but colgpa is correlated with u. Then:
A. We say that colgpa is an endogenous explanatory variable, therefore E(u|x1, x2, x3, x4) = 0.
B. We say that colgpa is an endogenous explanatory variable, therefore E(u|x1, x2, x3, x4) 6= 0.
C. We say that colgpa is an exogenous explanatory variable, therefore E(u|x1, x2, x3, x4) = 0.
D. We say that colgpa is an exogenous explanatory variable, therefore E(u|x1, x2, x3, x4) 6= 0.

SECTION B - TRUE OR FALSE

Consider a random sample with 1005 observations of house purchases in Kansas. Your dataset consists of
the following variables (variable’s name and variable description):

house price price paid in thousands of dollars
number bedrs number of bedrooms
number fullbaths number of full bathrooms
number halfbaths number of half bathrooms
number baths = number fullbaths + number halfbaths
crime rate crime rate in the neighborhood
lot size lot size in square feet

1.12.5% Consider the following regression model:

log(house price) = β0 + β1log(lot size) + log(β2)crime rate+ u

where log() represents the natural logarithm. Then this model is linear in parameters.
© True © False

2.12.5% Consider the following regression model:

house price = β0+β1number bedrs+β2number baths+β3number fullbaths+β4number halfbaths+u

Then this model suffers from perfect collinearity.
© True © False
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3.12.5% Consider the following models:

Model 1: house price = β0 + β1number bedrs+ β2number baths+ u

Model 2: house price = β0 + β1number bedrs+ β2number baths+ β3crime rate+ u

Then, R2
model1 > R2

model2.
© True © False

4.12.5% Consider the following regression model:

house price = β0 + β1number bedrs+ β2number baths+ u

Knowing that Corr(number bedrs, number baths) = 0.98, then the OLS estimator is a biased estimator
for the true parameters.
© True © False
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The University of Kansas
Department of Economics

Quiz 6
Econ 526 - Introduction to Econometrics Instructor: Caio Vigo Pereira

Name:

SECTION A - MULTIPLE CHOICE

Consider the following simple linear regression models, where x, z and h are different independent variables.

Model (A): y = β0 + β1x+ u
Model (B): y = β0 + β1z + u
Model (C): y = β0 + β1h+ u

Assuming you have a random sample, below are the scatter plots of your sample:

1.10% Which models present heteroskedastic errors?
A. (A) and (B)
B. (B) and (C)
C. (A) and (C)
D. Only (B)

2.10% Assuming that E(u|x) = E(u|z) = E(u|h) = 0 hold, for which models the OLS estimator will be
unbiased?
A. (A), (B) and (C)
B. (A) and (C) only
C. Only (B)
D. Only (A)

3.10% Assuming that E(u|x) = E(u|z) = E(u|h) = 0 hold, for which models the OLS estimator is more likely
to be BLUE?
A. (A), (B) and (C)
B. (A) and (C) only
C. Only (B)
D. Only (A)
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Name: Econ 526 - Introduction to Econometrics
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SECTION C - SHORT ANSWER

Consider a model relating the annual number of crimes on college campuses to the number of police officers
and student enrollment. The econometric model is:

log(crime) = β0 + β1police+ β2log(enroll) + u

where crime is total campus crimes, police is the number of employed officers and enroll is the total enroll-
ment. The R output is:

1. Below you can find additional information about this regression:

x1 = police

x2 = log(crime)

∑97
i=1(yi − ŷi)2 = 68.18

∑97
i=1(xi1 − x̄i1)2 = 23, 454.25

(a)10% Under the assumption of homoskedastic errors, what is the variance of β̂police, i.e., what is the
formula of V ar(β̂police)? [One line answer]

(b)10% What is the estimator of the variance of u given x1, x2, i.e., the estimator of V ar(u|x1, x2)? [One
line answer]
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Name: Econ 526 - Introduction to Econometrics
Quiz 6 -

(c)20% Based on your answer above, find σ̂2.

(d)10% Based on your answer above, find σ̂, i.e., the Residual Standard Error.

(e)20% Consider the following (additional) regression:

p̂olice = −93.798 + 12.187 log(enroll)
n = 97, R2 = 0.4206

What is the se(β̂police)? Is the se(β̂police) presented in the regression output table correct?
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Quiz 7
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Name:

[Same dataset from Quiz 4 & 5] Consider a random sample with the Grade Point Average (GPA) and standardized
test scores (ACT), along with the performance in an introductory economics course, for students at a large public
university. The variable to be explained is score, which is the final score in the course measured as a percentage.
The econometric model is:

log(score) = β0 + β1hsgpa+ β2log(actmth) + β3colgpa+ u

where hsgpa is the high school GPA, log(actmth) is the natural logarithm of the ACT in math and colgpa is the college
GPA of the student prior to take the economics course.
The R output is:

Regression (A)

SECTION A - MULTIPLE CHOICE

1.12% Consider the Regression (A). Suppose you want to test whether β1 > 0 (one-sided). What is tβ̂1
equal to?

A. 0.7445
B. 24.1939
C. 1.3431
D. 0.0413
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Name: Econ 526 - Introduction to Econometrics
Quiz 7 -

2.12% Consider the Regression (A) again. Suppose you want to test whether β1 = 0 (two-sided). Evaluate the
statements below and determine which one is correct.
A. We can reject H0 at 5% significance level, but not at 1% significance level.
B. We can reject H0 at 10% significance level, but not at 5% significance level.
C. We can reject H0 at 1% significance level, but not at 0.1% significance level.
D. We cannot reject H0 at any significance level less than or equal to 10%.

3.12% Consider the Regression (A) again. Suppose you want to test whether β3 is statistically significant. Evaluate
the statements below and determine which one is correct.
A. β̂3 is statistically significant at 1% significance level.
B. β̂3 is NOT statistically significant at 1% significance level.
C. β̂3 is NOT statistically significant at 5% significance level.
D. β̂3 is NOT statistically significant at 10% significance level.

4.12% Consider the Regression (A) again. Suppose you want to test whether β2 is statistically significant. Evaluate
the statements below and determine which one is correct.
A. β̂2 is statistically significant at 0.1% significance level.
B. β̂2 is statistically significant at 1% significance level.
C. β̂2 is statistically significant at 5% significance level.
D. All the above.

5.12% Consider the Regression (A) again. Suppose you want to test whether the elasticity of score with respect actmth
is unitary, i.e., equal to 1 or not. Evaluate the statements below and determine which one is correct.
A. We can NOT reject the null hypothesis at 2% significance level.
B. the t statistic provides no (or little) evidence against the null hypothesis at small significance levels (< 1%).
C. the t statistic provides evidence against the null hypothesis at small significance levels (< 1%).
D. β̂2 is NOT statistically different from 1 at 5% significance level.

6.12% Assume that the Classical Linear Model (CLM) assumptions hold. As can be seen in the regression output,

β̂3 = 0.178 and se(β̂3) = 0.0125. What is the distribution of 0.178 − β3

0.0125 ?
A. tdf , where df = 3
B. F(3,810)
C. N(0, 0.01252)
D. tdf , where df = 810

SECTION B - TRUE OR FALSE

1.10% The 95% confidence interval for β1 is approximately [−0.013, 0.067].
© True © False

2.9% Consider any multiple linear regression. Knowing that you can reject H0 for a specific parameter at 1% significance
level, then you should be able to reject the H0 at 2% significance level.
© True © False

3.9% Consider any multiple linear regression. Knowing that you can reject H0 for a specific parameter at 1% significance
level, then you should be able to reject the H0 at 0.1% significance level.
© True © False
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Standard Normal Distribution

Page 3 of 4



Name: Econ 526 - Introduction to Econometrics
Quiz 7 -

t-distribution

Source: Wooldridge, Jeffrey M. Introductory Econometrics, 2015.
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