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SECTION A - MULTIPLE CHOICE

1.4% For the past 3 months you verified that every time the price of stock A raised, the price of stock B raised, and
every time the price of stock A dropped, the price of stock B dropped. Then, based on your data, what is the
Corr(A,B)? based on Midterm 1, A-3
A. 1
B. −1
C. 0
D. 0.5

2.4% If X ∼ N(0, σ2
X) and Y ∼ N(0, σ2

Y ). What is the Cov(X,Y )? based on Midterm 1, A-5

A. E (XY )
B. E (XY )2 − E (X)2

E (Y )2

C. E (XY )2 − µ2
Xµ

2
Y

D. All the above

3.4% Let X be a random variable and consider a sample with 101 observations. Knowing that
∑n

i=1
Xi

n = 0, and∑n
i=1 X

2
i = 3256, what is S2? based on Quiz 2, A-1

A.
√

32.56
B. 3.256
C. 32.24
D. 32.56

4.4% Consider the following simple linear regression model: y = β0 + β1x+ u . What is the OLS estimator for
β1? based on Midterm 1, A-10

A. ȳ − β̂1x̄

B. ȳ − β1x̄

C.
∑n

i=1(xi − x̄)(yi − ȳ)∑n
i=1(xi − x̄)

D.
∑n

i=1(xi − x̄)(yi − ȳ)∑n
i=1(xi − x̄)2
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5.4% Knowing that the estimator of the variance of the error term u given the explanatory variables x1, x2, . . . , xk, i.e.,
the estimator of V ar(u|x1, x2, . . . , xk) is given by:

σ̂2 = SSR

df

What is the Residual Standard Error : σ̂? based on Midterm 2, C-1b

A.
√∑n

i=1(yi − ȳ)2

n− k − 1

B.
√∑n

i=1(yi − ŷi)2

n− k − 1

C.
√∑n

i=1(ŷi − ȳ)2

n− k − 1

D.
√∑n

i=1(ȳ − ŷi)2

n− k

6.2.5% EXTRA POINTS Among the statements below, which one is NOT under the Classical Linear Model assump-
tions?
A. the error term u is normally distributed
B. the error term u is independent of the explanatory variables
C. the error term u has mean 0
D. the variance of the error term u is a function of the explanatory variables

7.2.5% EXTRA POINTS Which of the following can cause the usual OLS t statistics to be invalid (that is, not to have
t distributions under the null hypothesis)?
A. Exogenous variables
B. Multicollinearity
C. Homoskedasticity
D. Endogenous variables

SECTION B - TRUE OR FALSE

1.3% Let X be a random variable. Among the measures of variability of the distribution of X we have sd(X) and
V ar(X). based on Quiz 1, B-1
© True © False

2.3% Let X̄ =
∑n

i=1
Xi

n . Then for any random variable X we have that
∑n

i=1
(
Xi − X̄

)2 = 0. based on Quiz 1, C-1
© True © False

3.3% Let Y1, Y2, . . . , Yn be i.i.d. random variables with mean µ. The Law of Large Numbers (LLN) states that Ȳ is an
unbiased estimator of µ. based on Quiz 2, B-1
© True © False
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4.3% Let e = [1, 1, . . . , 1] be a n-dimensional vector of ones, i.e., e is a constant having the number 1 for each entry (n
times). Then sd(e) =

√
1 = 1. based on Midterm 1, B-2

© True © False

5.3% Let Y1, Y2, . . . , Yn be i.i.d. random variables with mean µ, and variance σ2. The Central Limit Theorem (CLT)

states that, for n large, Zn = Ȳn − µ
σ/
√
n

will converge to a standard Normal distribution only if Y1, Y2, . . . , Yn has

Normal distribution. based on Midterm 1, B-3
© True © False

6.3% Depending if we either use the Method of Moments or the Least Squares Method to derive β0 and β1 of a simple
regression model, we may get different estimators for both parameters. based on Midterm 1, B-9
© True © False

7.3% Consider the following model:

log(score) = β0 + β1log(hsgpa) + β2 [log(hsgpa)]3 + u

Then, this model suffers from perfect collinearity. based on Midterm 2, B-4
© True © False

8.3% Exogenous explanatory variables is not a necessary assumption in order to the OLS estimator to be unbiased,
however the assumption E(u|x1, . . . , xk) = 0 is necessary. based on Midterm 2, B-7
© True © False

9.3% The following regression model:
log(score) = β0 + β1log(hsgpa) + u

is also known as constant elasticity model, and β1 is the elasticity of score with respect to hsgpa. based on Quiz 4, B-2 and B-5
© True © False

10.3% Consider the following models:

Model 1: y = β0 + β1x1 + β2x2 + u

Model 2: y = β0 + β1x1 + β2x2 + β3x3 + u

Then, R2
model1 < R2

model2. based on Midterm 2, B-3

© True © False
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SECTION C - SHORT ANSWER

Consider a data set containing a random sample with salary information and career statistics for 269 players in
the National Basketball Association (NBA). The dataset consists of the following variables (variable’s name and
description):

wage annual salary, thousands $
exper years as professional player
age age in years
coll years played in college
games average games per year
minutes minutes per season
guard =1 if guard
forward =1 if forward
center =1 if center
points points per game
rebounds rebounds per game
assists assists per game
draft draft number
allstar =1 if ever all star
avgmin minutes per game

1. (This question refers to Regression (A) below) Consider the following regression (R output) [Notice that the
significance level “stars” - *, **, *** - were suppressed in this output]:

REGRESSION (A)

(a)5% State the null hypothesis that the number of years played in college has no ceteris paribus effect on a NBA’s
player salary. State the alternative hypothesis that there is an effect.? [Two lines answer]

(b)5% Test the hypothesis stated above at the 1% significance level. Find the critical value. [Two lines answer]
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(c)5% Do you reject the null hypothesis? Explain the statistical significance of your test at 1% significance level.
[Two lines answer]

(d)2% Would you include coll in a final model explaining NBA players salary in terms of years played in college?
Why? Explain. [One line answer]

(e)3% A 1 unit increase in exper is associate with an increase of in variable? Restate the last
sentence filling the gaps. Now, restate it again changing the increase to 10 units.

(f)3% Find the 95% confidence interval for βexper. [One line answer]

2. (This question refers to Regression (B) below) Consider the following (additional) regression:

REGRESSION (B)

(a)2% Which variables are statistically significant at 1% significance level. List their names
[Hint: no computation required.] [One line answer]

(b)4% Using the data from both regressions, state the null and alternative hypothesis that points and games are
jointly significant. Write down the unrestricted and the restricted model. [Four lines answer]

(c)4% Test the hypothesis stated above at the 1% significance level. Find the critical value. Test the same hypothesis
again at the 5% significance level. Find the critical value. [Four lines answer]

(d)4% Do you reject the null hypothesis? Explain the statistical significance of your test at 1% and 5% significance
levels. [Hint: Don’t forget to use a specific word when explaining the statistical significance.] [Four lines
answer]
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3. (This question refers to Regression (C) below). Answer the questions below knowing that in this data set we
classify a basketball player in one of the following three categories: guard, forward and center.

REGRESSION (C)

(a)3% State the null and alternative hypothesis of the F statistic for overall significance of a regression. Do you
reject the null hypothesis? Explain the statistical significance of your test at 1% significance level. [Three
lines answer] [Three lines answer]

(b)2% What is the estimated average difference in salary between being a forward or not, for players with the same
exper and age? [Hint: Use the correct measure unit] [One line answer]

(c)5% All other factors being equal, is there any statistical evidence that being a forward player impacts the annual
salary of a NBA player? Consider three different significance levels: 1%, 5% and 10% (significance level) in
your answer. [Two lines answer] [Three lines answer]

(d)3% Suppose we create a variable not foward, such that not foward = guard + center. Can we add the variable
not foward to the above Regression (C)? Yes or no. Why? [Three lines answer]
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Standard Normal Distribution
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t-distribution
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1% Critical Values of the F Distribution
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5% Critical Values of the F Distribution
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